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Central Metadata Repository
Phase 1 (initial roll-out)

Hardware

Storage must be able to handle electronic copies of theses produced by all institutions in South Africa, possibly 1TB initially (shared with local ETD collections and national ETD portal).
Storage must be expandable as the need arises.

Storage must be replicated off-site.

Server must be capable of answering requests for services at a reasonable rate, possibly a dual core 2 Xeon 3GHz machine with 2-4GB of memory.

Server must be connected to the tertiary institution network backbone.

Shrink-wrapped Software

Database must be able to handle metadata for all theses produced by all institutions in South Africa, possibly 1 million records (for a 50 year period).

Database must have external interfaces to support connecting in tools developed to manage repository, including repository software.
Database must be installed, configured and tested.

Fedora must be installed, connected into database, configured and tested.

Custom Development

All interfaces are to be Web-based.

Metadata format must be discussed with and agreed upon by National ETD Steering Committee.

Administrator interface must support:

· display of archive contents for verification 

· management of remote data sources (listing, adding, deleting, modifying, scheduling of harvesting)

· batch removal of records from specific sites, or changing nominal ownership of records as sites migrate

Machine interface must support:

· OAI-PMH data provider to provide data to higher level services at other sites or within the project
· OAI-PMH service provider to harvest from remote data sources, including NEXUS, and ingest into Fedora
· data translators to convert metadata for ingest procedure

Phase 2 (advanced services)

Custom Development

All interfaces are to be Web-based.

Machine interface must support:

· RSS feeds

· SRU/W remote search interface

Phase 3 (long term management)

Custom Development

All interfaces are to be Web-based.

Machine interface must support: 

· LOCKSS or similar technology for preservation at the central service provider location (not necessarily on the same server)

National ETD Portal

Phase 1 (initial roll-out)

Hardware

Storage must be able to handle electronic copies of theses produced by all institutions in South Africa, possibly 1TB initially (shared with local ETD collections and central metadata repository).

Storage must be expandable as the need arises.

Storage must be replicated off-site.

Server must be capable of answering requests for services at a reasonable rate, possibly a dual core 2 Xeon 3GHz machine with 2-4GB of memory.

Server must be connected to the tertiary institution network backbone.

Custom Development

All interfaces are to be Web-based.

User interface must support: 

· display of metadata in short and long forms

· access to open digital objects at remote sites

· searching through metadata to find digital objects

· browse based on various fields, including title, author, supervisor, institution, date, and appropriate combinations thereof

Phase 2 (advanced services)

Custom Development

All interfaces are to be Web-based.

User interface must support: 

· links to other systems such as local library, using SFX links or similar technologies

· advanced faceted searching 

· integrated browse and search drilldown feature (e.g., documents containing word “AJAX” from UKZN)

· similar results

· user profile management

· authentication / authorisation

· search history

· subscription service for latest additions

· statistics of collection access and growth

Administrator interface must support:

· user management services

Phase 3 (long term management)

Custom Development

All interfaces are to be Web-based.

User interface must support: 

· emerging services such as reference management

· institution and discipline overview of submissions

NEXUS

Phase 1 (initial roll-out)

Custom Development

All interfaces are to be Web-based.

Machine interface must support:

· OAI-PMH data provider to provide data to higher level services at other sites or within the project

· data translators to convert metadata into Dublin Core and representation used by central metadata repository
Phase 2 (advanced services)

Phase 3 (long term management)

When NEXUS is decommissioned, a new standalone database is to be developed to maintain NEXUS collection as a static historical archive with only an OAI-PMH interface.

Remote ETD Collections

Phase 1 (initial roll-out)

Hardware

Server must be capable of answering requests for services (object access and harvesting) at a reasonable rate.

Server must be connected to the tertiary institution network backbone.

Software

Repository must be OAI-PMH compliant and must support the metadata format used in the central metadata repository.

Phase 2 (advanced services)

Phase 3 (long term management)

Custom Development

All interfaces are to be Web-based.

Machine interface must support: 

· LOCKSS or similar technology for preservation

Local ETD Collections

Phase 1 (initial roll-out)

Hardware

Storage must be able to handle electronic copies of theses produced by all institutions in South Africa, possibly 1TB initially (shared with central metadata repository).

Storage must be expandable as the need arises.

Storage must be replicated off-site.

Server must be capable of answering requests for services at a reasonable rate, possibly a dual core 2 Xeon 3GHz machine with 2-4GB of memory.

Server must be connected to the tertiary institution network backbone.

Shrink-wrapped Software

Database must be able to handle metadata for all theses produced by all institutions in South Africa, possibly 1 million records (for a 50 year period).

Database must have external interfaces to support connecting in tools developed to manage repository, including repository software.

Database must be installed, configured and tested.

Repository software (e.g., DSpace) must be installed, connected into database, configured and tested per instance of the hosted repository.

Repository software must support:

· Web-based interface

· user profile management

· authentication / authorisation

· submission of metadata and digital objects

· specifying of embargo periods for limited access and automated removal of such embargoes

· storage of digital objects and metadata

· display of metadata in short and long forms

· access to digital objects

· searching through metadata and full-text to find digital objects

· browse based on various fields, including title, author, supervisor, date and appropriate combinations thereof:

· OAI-PMH data provider to provide data to higher level services at central metadata repository and elsewhere, with metadata exported in format used by central metadata repository

· multiple instances of repositories on a single software installation and server

· configurability or branding on a per-institution basis

· the ability to relocate the archive to the institution in the future

Phase 2 (advanced services)

Phase 3 (long term management)

Custom Development

All interfaces are to be Web-based.

Machine interface must support: 

· LOCKSS or similar technology for preservation at the central service provider location (not necessarily on the same server)

